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Abstract. This study delves into the privacy risks associated with user
interactions in complex networks such as those generated on social me-
dia platforms. In such networks, potentially sensitive information can
be extracted and/or inferred from explicitly user-generated content and
its (often uncontrolled) dissemination. Hence, this preliminary work first
studies an unsupervised model generating a privacy risk score for a given
user, which considers both sensitive information released directly by the
user and content propagation in the complex network. In addition, a
supervised model is studied, which identifies and incorporates features
related to privacy risk. The results of both multi-class and binary pri-
vacy risk classification for both models are presented, using the Twitter
platform as a scenario, and a publicly accessible purpose-built dataset.
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1 Introduction

Social media platforms have become a part of everyday life, enabling users to
share various types of content and engage in diverse interactions with friends,
acquaintances, and even strangers, in the complex networks that are generated
on such platforms. The motivations driving this extensive content generation
and sharing range from socio-psychological reasons, e.g., expanding social con-
nections to feeling a sense of community [17] and boosting social capital [21],
to “practical” and commercial purposes for using digital services and apps [24].
However, this widespread sharing exposes users to potential privacy risks as they
leave behind a wealth of personal and sensitive information, such as birth dates,
relationship status, political and religious beliefs, sexual preferences, health data,
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and family details. Additionally, the traces of their social interactions can further
contribute to this information disclosure [5]. Unfortunately, many users remain
unaware of how their data is precisely utilized, often due to negligence or diffi-
culty understanding privacy disclaimers [22], and monitoring its diffusion on the
network [23].

With the aim of increasing the user’s awareness regarding the privacy risk
connected to the extent of sensitive information they disclose, the proposed study
tackles several challenges. These include the identification of sensitive informa-
tion from user-generated content, the consideration of sensitive information prop-
agation through social network connections, and the extraction and/or genera-
tion of suitable features that can be interpreted in terms of privacy risk. Taking
these aspects into account, the study aims first to develop an unsupervised model
to generate a privacy risk score related to the disclosure and dissemination of
sensitive information on social media complex networks. In particular, this score
is obtained by combining two distinct scores for each user. A first score con-
siders the information released directly by the user and that involving the user
released by other members of the social network, while a second score accounts
for information propagated in the user’s social circle. Additionally, a supervised
model employing distinct privacy-risk features is proposed. These features are
constructed to take into account the same privacy aspects as the unsupervised
model. Finally, a comparison between the results obtained by the two models
is conducted. Twitter is considered the target social media platform, analyzing
users’ tweets, the connections between their tweets, and the propagation level of
users’ tweets on the network. A dataset is built and made accessible to the wider
research community, enabling further studies and advancements in the field of
privacy risk assessment on social media platforms.

The remainder of this paper is organized as follows. Section 2 discusses related
work. Section 3 presents the proposed unsupervised and supervised models, along
with details on the construction of the labeled dataset employed to instantiate
them. Section 4 illustrates the results of our experimental evaluation. Finally,
Section 5 concludes the paper and highlights some potential further research.

2 Related Work

Our work is closely related to a research line investigating approaches evaluating
and quantifying the potential privacy risk for users caused by their participation
in online social media communities [11]. Among the first to address this problem,
Liu and Terzi [19] assign a privacy score to users considering, in combination, the
sensitivity of user data and their visibility on the social platform. In our work,
we build on a similar idea (higher risks for users derive from more visibly releas-
ing more sensitive information), but we explicitly consider unstructured textual
content generated by the user (while [19] considers just user profile information
such as name, email, and hometown), as well as the impact on privacy risk that
content released by other users can have. The consideration of both sensitivity
and visibility of released content is also pursued in [2], which, however, does not
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propose approaches for obtaining the specific data/content to be used for the
privacy assessment, while we leverage NLP to identify and extract sensitive infor-
mation. NLP is performed to extract sensitive information from tweets in [4], but
the work only considers a supervised model (we also consider a non-supervised
one) to assess privacy risks. Our work is also partly inspired, concerning the
definition of sensitive information categories and the general problem of assess-
ing privacy risks in social media, by another of our previous works [20]. In that
work, however, we focused on user profile information and did not consider the
textual content shared by users, nor the potential scope that such content may
undergo, which are instead a key contribution of the present article.

Other literature work has investigated related yet orthogonal issues, which
for this reason are just listed in this section. They include studies on privacy
policies (e.g., [25]), privacy risks entailed by establishing new relationships such
as friendships (e.g., [3]), data breaches and privacy violations (e.g., [12, 18]),
privacy metrics (e.g., [8, 9]).

3 Privacy Risk Assessment of Users

In this section, we present the two models proposed in this study for user pri-
vacy risk assessment. Firstly, we introduce the unsupervised model, which aims
to identify patterns in the data without relying on pre-existing labels. Next, we
delve into the supervised model, which utilizes the labels provided by human as-
sessors to train three distinct classifiers. For this reason, we begin by introducing
the data on which we instantiated both models, sourced from Twitter (prior to
its rebranding to X),3 along with details about the data labeling process.

3.1 The Twitter Dataset and the Labeling Process

The Dataset. The dataset construction started with the identification of some
trending topics from Twitter in December 2022 (the period in which this study
was carried out). These trending topics encompassed various subjects, including
the 2022 World Cup (#fifa, #argentina), technology (#musk, #iphone), online
communities (#socialnetwork), entertainment (#netflix, #amazon, #disney),
public health (#covid), job opportunities (#job), political debates (#politics),
conflicts (#war), religious themes (#religion), environmental sustainability
(#sustainability), distinct aspects related to Sundays (#sunday), motivational
content for Mondays (#mondaymotivation), the month itself (#december), fes-
tive season (#christmas), and general well-being (#happiness). Additionally,
the approaching year was also considered among the trending topics (#2023).
From those users discussing such trending topics, we randomly selected 100 real
users (no spam profiles, no private profiles, no company profiles), 5 users for each
topic. Subsequently, for each target user (referred to as user u for convenience),

3 https://www.nytimes.com/2023/08/03/technology/twitter-x-tweets-elon-musk.
html, accessed on September 1, 2023.
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we downloaded up to 80 tweets directly from u, and 20 from other users who
mentioned u using the @ symbol (e.g., hello @u!) in their tweets. This to take
into account the potential disclosure of user u’s personal information by other
users. In the end, a total of 9,210 tweets were collected for the 100 considered
users (for some users it was not possible to download a number of tweets equal
to 80). In addition to the textual content of the user’s tweets, other related data
and metadata, illustrated in Table 1, have been considered.

Table 1. Attributes and related data/metadata downloaded for each user.

Attribute Type Type

User string User u’s username.

Tweet string The content of u’s tweet. One user can post several tweets. Each
tweet can contain up to 280 characters.

Biography string The designated section where u can provide a brief textual bi-
ography. This section is optional, and for certain users, it may
remain empty, resulting in a null value.

Geolocation string The designated section where u can input their geolocation, such
as a city, region, or State, representing their presumed place of
birth or residence. This section is optional, and some users may
leave it blank, resulting in a null value.

Followees integer The count of users followed by user u.

Followers integer The count of users who follow user u.

Likes integer The count of likes (or favorites) received by a given tweet.

Replies integer The total count of replies (or comments) on a given tweet.

Retweets integer The count of retweets on a given tweet.

The Labeling Process. Twelve human assessors were tasked with assessing
the privacy risk associated with the considered users in the dataset thus con-
structed. Each assessor was well-informed about the potential risks arising from
sharing sensitive information on social media platforms and was familiar with the
types of information considered sensitive (more details about this information
are provided in Section 3.2). The assessors were carefully chosen to represent
various professional fields, ensuring a balanced representation of gender (seven
men and five women), and encompassed a wide age range from 20 to 70 years.
Each assessor was assigned randomly selected Twitter user profiles to analyze.
Assessors were required to gauge the risk for each user based on reading at least
the user’s 50 most recent tweets and considering the interactions with those
tweets and possibly the other attributes related to the user. For each of the 100
Twitter users considered, the goal was to obtain five distinct privacy risk assess-
ments. The privacy risk assessment was initially conducted using a multi-graded
scale, i.e., 1−3, where 1 denotes “Not at Risk”, 2 “Partially at Risk”, and 3 “At
Risk”. In cases where there was no majority agreement among the five assess-
ments, extra evaluations were required from assessors who had not participated
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in the initial assessment for that user. Subsequently, the same assessors for each
user were required to perform a binary privacy risk assessment (i.e., on a 1 − 2
binary scale) to assign a final score again based on the majority of assessments.
In this case, 1 to denote a “Not at Risk” user while 2 an “At Risk” user.

3.2 Unsupervised Privacy Risk Assessment

The unsupervised privacy risk assessment model is designed to create two privacy
risk scores that consider two essential factors: (i) sensitive information release
and (ii) its dissemination scope. The first score, namely Sensitive Information
Release Risk Score (SIRRS), is derived through the assessment of the release of
sensitive information in the user-related content, while the second score, namely
Potential Scope Risk Score (PSRS), involves the number of interactions (detailed
in the following) for each user across all their generated content. The two scores
are then aggregated to yield the final Global Privacy Risk Score (GPRS). This
score plays a critical role in determining a potential risk class for each user, based
on the selection of a given privacy threshold.

Sensitive Information Release Risk Score. This score aims to assess the
tendency of user u and other users who have mentioned u to release sensitive
information within the textual content. It is constituted by four distinct sub-
scores: (i) utw, which considers the release of sensitive information in u’s tweets,
(ii) otw, which considers the release of sensitive information in tweets mentioning
u, (iii) ub, which considers the release of sensitive information in the biography
of u, and (iv) ul, which considers the release of geolocation information in the
profile of u. Concerning (i)− (iii), the presence of sensitive information was de-
tected using lists of sensitive terms associated – as proposed in [20], by taking
inspiration from the definition of sensitive data in the EU GDPR – with ten sen-
sitive information categories that include: (i) health status, (ii) ethnicity, (iii)
religion, (iv) political affiliation, (v) sexual orientation, (vi) geolocation, (vii)
profession, (viii) marital status, (ix) interests/passions, and (x) age. We note
that the first five categories represent special category personal data according
to Art. 9 of the EU GDPR, and are therefore deemed highly sensitive and in
need of specific protection, unlike the remaining categories that we denoted as
less sensitive. Lists of sensitive terms for each category have been taken from
[6] (health status), [26] (ethnicity), [28] (religion), [16] (profession), [27] (politi-
cal affiliation), [1] (sexual orientation), [13] (geolocation), [10] (marital status),
[20] (interests/passions).

From the point of view of calculating the SIRRS, we first specify how its
sub-constituents are computed. Concerning utw, for each u’s tweet t, for each
highly sensitive information i present at least once in it, a score αti is assigned.
Similarly, the presence of each less sensitive information j, yields another score
βtj . The maximum overall score attainable, obtained by summing up all 10 scores
for (both highly and less) sensitive information, equals 1 per tweet. The overall
utw value for u is given by the average of these values over the total number N
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of tweets. The same holds for otw, but in this case, the considered tweets are
those mentioning u. Formally:

utw = otw =

∑N

t=1

(

∑5

i=1
αti +

∑5

j=1
βtj

)

N
(1)

Concerning αti and βtj values, it is possible to assign them in different ways.
However, for simplicity, the ones already assigned and tested in [20] were used,
i.e., αti = 0.15 and βtj = 0.05 in the presence of the release of sensitive infor-
mation with respect to the categories considered. As utw and otw are defined,
their values may vary in the range [0− 1].

As for ub, this value is calculated in the same way as the two previous scores,
but limited to the biography of user u. From a formal point of view:

ub =

5
∑

i=1

αbi +

5
∑

j=1

βbj (2)

where αbi and βbj are the scores obtained for each sensitive information released
in u’s biography. Also in this case, the value of ub may vary in the range [0− 1].

Finally, as regards the calculation of ul, this score takes on a value of 1 if
there is a matching between a geolocation value released by u in the user profile
and a geolocation value from among those in [13]. Otherwise, it takes the 0 value.

The overall SIRRS value for user u is obtained as a linear combination of the
previous values, which allows us to weigh some components more heavily at the
expense of others (as we shall see in the experimental evaluations). Formally:

SIRRS = ωutw · utw + ωotw · otw + ωub · ub+ ωul · ul (3)

where, ∀x ∈ {utw, otw, ub, ul} : ωx ≥ 0,
∑

ωx = 1. Hence, the final value of
SIRRS may vary in the range [0− 1].

Potential Scope Risk Score In this preliminary study, a pretty simple strat-
egy was used to consider the potential privacy risk associated with the propaga-
tion of information in one’s social network. One must first take into consideration
that each user has different perceptions and purposes with respect to the dissem-
ination of their information online. Some believe they have control over the level
of its dissemination; others are not affected by this concern. Between these two
extremes, there are many users who do not have a clear idea of the actual audi-
ence to which their content may be exposed. Our goal in this case was to identify
tweets from selected users that achieve a high level of interaction compared to
the average number of interactions of tweets from those same users. Interactions
include the number of likes, retweets, and comments a tweet receives. In practice,
the Potential Scope Risk Score (PSRS) allows the identification of tweets that
have a high potential to be viewed by a large audience, exceeding the normal
reach of the tweets of the users who posted them.4

4 This can happen, for example, when a tweet is retweeted or mentioned by users with
a large following, thus amplifying its reach.
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Specifically, the PSRS score for u is derived by first calculating the average
interaction degree of u. If the interactions for a given tweet t surpass this average,
a value of γt = 1 is returned; otherwise, a value of γt = 0 is returned. The overall
PSRS value is again given by the average of the values obtained from each tweet
related to u. Formally:

PSRS =

∑N

t=1
γt

N
(4)

where N is the total number of tweets considered for the user u. To compute
the average interaction degree, it was necessary to remove outliers. They were
identified by considering Interquantile Range (IQR) [30], with k = 1.5∗(Q3−Q1),
where Q3 and Q1 represent the third and first quartiles. Values greater than
Q3 + k or less than Q1− k are considered outliers.

Global Privacy Risk Score This overall score aims to identify the privacy
risk of each u user by associating the riskiness of the published content, captured
by the SIRRS, and its propagation, captured by the PSRS. The Global Privacy
Risk Score (GPRS) is hence obtained by linearly aggregating, through different
combinations of importance weights, the SIRRS and the PSRS. Formally:

GPRS = ωs · SIRRS + ωp · PSRS (5)

where ωs and ωp represent the importance weights, and ωs+ωp = 1. In this work,
different values for these weights were tested and illustrated in the experimental
evaluations. As per definition, the GPRS assumes values in the [0− 1] range.

3.3 Supvervised Privacy Risk Assessment

This section involves the supervised privacy risk assessment model, which is
contrasted with the previously discussed unsupervised model. The foundation
of this supervised model lies in the utilization of labeled data, as elaborated in
Section 3.1. This data was coupled with standard Machine Learning models and
the extraction of pertinent features that pertain to the disclosure of sensitive
information. The supervised models employed encompass Logistic Regression,
K-Nearest Neighbors, and Random Forests.

Twenty distinctmetadata privacy-risk features were considered, some derived
from the unsupervised model as well as additional new features: (i) number of
characters in the user’s biography, (ii) presence of geolocation information, (iii)
number of followees, (iv) number of followers, (v) average number of likes, (vi)
average number of comments, (vii) average number of retweets, (viii) average
character count of all tweets associated with u, (ix) the utw score, (x) the ub

score, and (xi) − (xx) the average score of the sensitive information released
by the user for each of the ten sensitive information categories. This means
calculating the average of the αti and βtj values of each category with respect
to the number of u’s tweets. In addition, textual privacy-risk features extracted
from user biography text, user tweets, and tweets mentioning target users were
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also considered. Specifically, they are unigram features, bi-gram features, and tri-
gram features constituted by single terms, pairs of terms, and triples of terms
with their associated Term Frequency - Inverse Document Frequency (TF-IDF)
values, and, for each n-gram category, the top 500 terms related to their TF-IDF
values.

4 Experimental Evaluation

This section discusses the experimental results obtained with respect to the
unsupervised and supervised models presented in this work. Before detailing
them, some technical details about the development of these models and the
evaluation metrics used are presented.

4.1 Technical Details and Evaluation Metrics

Technical Details. The proposed models, both unsupervised and supervised,
were implemented using the Python language. In particular, with regard to the
classifiers used in the supervised model, the implementations provided within
the scikit-learn library were used, with default parameters.5 Also for the
evaluation of the results, the implementations of the evaluation metrics (illus-
trated in detail below) provided in the scikit-learn library were used.6 The
snscrap library was used to crawl the tweets of the selected users and their ad-
ditional data and metadata.7 To address the problem of class imbalance in both
multi-class and binary classification, the Synthetic Minority Oversampling Tech-
nique (SMOTE) [7] technique was used. SMOTE aims to increase, via K-Nearest
Neighbours, the number of observations of a class that has fewer observations
than the one with the most observations within a dataset. This way, the dataset
for multi-class classification grew from 100 to 141 total observations, with 47
observations for each class, while the dataset for binary classification grew from
100 to 128 observations, with 64 observations for each class. Finally, for the su-
pervised model, k-fold cross-validation [29] with k = 5 was used, by employing
the again the scikit-learn library.8

Evaluation Metrics. To evaluate both the unsupervised and supervised mod-
els with respect to (multi-class and binary) classification effectiveness versus
privacy risk, standard metrics, such as accuracy (Acc.) and F1-score (F1) [14],
were used. For the unsupervised model, being able to obtain real privacy risk
values associated with each user (i.e., the Global Privacy Risk Score), it was also
possible to assess ranking effectiveness with respect to privacy risk, using the
normalized Discounted Cumulative Gain (nDCG) [15].

5 https://scikit-learn.org/stable/supervised learning.html
6 https://scikit-learn.org/stable/modules/model evaluation.html
7 https://github.com/JustAnotherArchivist/snscrape
8 https://scikit-learn.org/stable/modules/cross validation.html
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4.2 Results: Unsupervised Privacy Risk Assessment

In the evaluation of the unsupervised model, the contribution of SIRRS and
PSRS to the improvement of evaluation results was addressed. Specifically, we
first considered several ways in which the construction of the SIRRS can con-
tribute to increasing both classification and ranking effectiveness. As shown
in Section 3.2, the SIRRS consists of a linear combination of distinct sub-
components (see Equation 3). Hence, we tested different weight combinations
associated with them. Specifically, the three combinations are: (i) ωutw = 0.4
and ωotw = ωub = ωul = 0.2; (ii) ωutw = 0.5, ωotw = ωub = 0.2, and ωul = 0.1;
and (iii) ωutw = 0.6, ωotw = 0.2, and ωub = ωul = 0.1. In addition, we evalu-
ated effectiveness with respect to the contribution that both SIRRS and PSRS
have by also combining them linearly with respect to different combinations of
weights. The results of these evaluations with respect to both (multi-class and
binary) classification and ranking (performed for both multi-class and binary
labels) are shown in Table 2, in which the GPRS threshold was chosen by means
of a greed search strategy maximizing the evaluation results.

Table 2. Results of the unsupervised model w.r.t. multi-class (MC) and binary (BC)
classification (or labels for ranking) taking into consideration the components of SIRRS
via combinations (i)–(iii) and the contribution of SIRRS (S) and PSRS (P ) to GPRS.

GPRS
Computation

SIRRS (i) SIRRS (ii) SIRRS (iii)
Acc. F1 nDCG Acc. F1 nDCG Acc. F1 nDCG

MC: S ∗ 0.7 + P ∗ 0.3 0.48 0.48 0.96 0.50 0.50 0.96 0.53 0.53 0.95
MC: S ∗ 0.6 + P ∗ 0.4 0.49 0.49 0.96 0.54 0.54 0.96 0.54 0.55 0.96
MC: S ∗ 0.5 + P ∗ 0.5 0.52 0.52 0.95 0.57 0.58 0.96 0.54 0.55 0.96
MC: S ∗ 0.4 + P ∗ 0.6 0.53 0.54 0.95 0.52 0.53 0.95 0.52 0.53 0.95
MC: S ∗ 0.3 + P ∗ 0.7 0.51 0.52 0.94 0.49 0.50 0.94 0.49 0.50 0.94

BC: S ∗ 0.7 + P ∗ 0.3 0.78 0.78 0.95 0.78 0.78 0.95 0.78 0.78 0.95
BC: S ∗ 0.6 + P ∗ 0.4 0.78 0.78 0.95 0.78 0.78 0.95 0.76 0.76 0.95
BC: S ∗ 0.5 + P ∗ 0.5 0.78 0.78 0.95 0.78 0.78 0.95 0.76 0.76 0.95
BC: S ∗ 0.4 + P ∗ 0.6 0.74 0.75 0.95 0.76 0.76 0.95 0.72 0.72 0.94
BC: S ∗ 0.3 + P ∗ 0.7 0.68 0.69 0.94 0.70 0.71 0.94 0.68 0.69 0.94

4.3 Results: Supervised Privacy Risk Assessment

The supervised model was evaluated with respect to (multi-class and binary)
classification effectiveness versus the privacy risk of users. Here, the results are
illustrated with respect to the three classifiers considered, i.e., Logistic Regression
(LR), K-Nearest Neighbors (K-NNs), and Random Forests (RFs), also taking
into account different feature configurations, among those illustrated in Section
3.3. Specifically, they are referred to as:



10 Livraga, Olzojevs, and Viviani

i. TF-IDF: it includes, in addition to the 20 basic features, the TF-IDF values
of the individual terms in the corpus. In this case, 22,721 unigrams and their
TF-IDF values are considered;

ii. TF-IDF BEST-500: in this case, the 20 basic features and the 500 highest TF-
IDF values of the unigrams extracted from the texts are taken into account;

iii. BI-GRAM: as the case (i.), but considering bi-grams instead of unigrams.
In this case, we have 95,254 textual features;

iv. BI-GRAM BEST-500: as the case (ii.), but considering bi-grams;
v. TRI-GRAM: as the case (i.), but considering tri-grams. In this case, we have

106,384 textual features;
vi. TRI-GRAM BEST-500: as the case (ii.), but considering tri-grams;
vii. BI-TRI-GRAM BEST-500: the 500 bi-gram or tri-grams with the highest

TF-IDF values.

The results of the multi-class and binary classifications with respect to the
three classifiers and the different feature configurations are shown in Table 3, in
terms of classification accuracy.

Table 3. Results of supervised multi-class and binary classification with each of the
seven proposed feature configurations.

Classification Multi-class Binary

Features Classifier LR K-NNs RFs LR K-NNs RFs

TF-IDF 0.42 0.53 0.64 0.59 0.75 0.82
TF-IDF BEST-500 0.41 0.53 0.64 0.59 0.75 0.83
BI-GRAM 0.43 0.54 0.72 0.59 0.76 0.78
BI-GRAM BEST-500 0.41 0.53 0.74 0.59 0.75 0.84
TRI-GRAM 0.45 0.54 0.66 0.59 0.76 0.78
TRI-GRAM BEST-500 0.41 0.53 0.68 0.59 0.75 0.85
BI-TRI-GRAM BEST-500 0.44 0.53 0.75 0.59 0.75 0.87

4.4 Results: Discussion

Unsupervised Model. From the results illustrated in Section 4.2, we can ob-
serve without great surprise that, from a macro point of view, the effectiveness
of binary classification is far more satisfactory than that of multi-class classi-
fication. This can be due to the fact that it is difficult to correctly classify a
“Partially at Risk” user. This semantic can be easily affected by the subjectivity
of the evaluation of the human assessors. We can in fact observe that in the case
of the nDCG measure, which is based on the evaluation of a ranking and not a
classification, the values are more than satisfactory in both cases.

If we delve deeper into the factors that emerge as the basis of user privacy
risk, there are interesting observations that apply to the classification tasks. First
of all, we can observe how the best results are given, in binary classification, by
the composition of the GPRS in which greater importance is given to SIRRS,



Privacy Risk: User Behavior & Information Propagation in Social Platforms 11

or in any case until the two scores have the same importance. In multi-class
classification, results depend more on the SIRRS composition; the best ones
are obtained in relation to the (ii) SIRRS configuration, and when SIRRS and
PSRS are equally important to GPRS. As regards the binary classification, the
composition of the SIRRS does not seem to have any major impact on the final
results, even if in this case they are slightly better with the (ii) configuration.

Supervised Model. Even in the case of the supervised model results illustrated
in Section 4.3, we can observe that the multi-class classification performs less
satisfactorily than the binary one, but nevertheless better than the multi-class
classification from the unsupervised model. This observation is also not surpris-
ing. In this case the classifiers, in particular the one based on Random Forests,
are able to produce a model that makes the most of the privacy-risk features
identified in this work. Globally, RF results improve with the selection of the 500
best textual features, particularly for the model that uses the BI-TRI-GRAM
BEST-500 features. This could suggest a significant impact on the privacy risk
of the information released in the texts, some of which could be sensitive (as in
the case of the unsupervised model); this, however, would need further in-depth
analysis of the impact of individual features through explainable AI methods.

5 Conclusions and Further Research

In this study, we delved into the landscape of privacy risks that can affect social
media users. In particular, we performed a preliminary investigation focused on
analyzing the risk related to the release of sensitive information in user-generated
content and its diffusion within the social network, by developing both unsuper-
vised and supervised models. The unsupervised model, capable of generating
privacy risk scores, took into account not only the direct release of sensitive
information by users but also the cascading effects of content propagation. Si-
multaneously, the supervised model harnessed distinct privacy-risk features to
pinpoint and incorporate potential vulnerabilities. Our evaluation encompassed
multi-class and binary classification scenarios, using data extracted from the
Twitter platform. The insights gleaned from our preliminary study, especially
from the unsupervised model, suggest a positive interplay between individual
sensitive information release and its far-reaching influence across social circles.

The proposed models and the obtained results would benefit from further
refinement and analysis. In fact, the interplay mentioned earlier should be quan-
tified in greater detail, both in the unsupervised and the supervised models.
Concerning the unsupervised model, it will be necessary to carry out further
analyses on the impact of the importance of the SIRRS components. Further-
more, concerning the supervised model, there would be a need to introduce an
element of explainability concerning the effectiveness of individual features in
relation to the classification process. Based on this further research, the results
of the two models may also be related.
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