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Abstract—Distributed computing supports large scale and data-intensive computations with the cooperation of a multitude of parties,
each responsible for a portion of the workload. Such parties are often not fully reliable and may return incorrect results. In this article,
we address the problem of assessing the integrity of the computation results. We provide a comprehensive characterization of two
techniques, sentinels and twins, evaluating their effectiveness and synergy. Sentinels are pre-computed tasks whose result is known
apriori, and enable checking returned results against a ground truth. Twins are replicated tasks assigned to different workers, and
enable cross-checking returned results for a same task. The analysis considers many questions that arise in the design of a concrete
integrity assessment strategy and identifies the parameters that have a critical impact on the overall protection. Our model enables to
tune the integrity controls so to achieve best effectiveness. The model can be applied to a variety of scenarios and offers guidelines that

can find extensive application.

Index Terms—Distributed data computation, probabilistic integrity guarantees, sentinels, twins

1 INTRODUCTION

ISTRIBUTED computing has become the norm for the man-
Dagement of large computational problems, which can be
decomposed in multiple sub-problems, each assigned to a
different device. A demonstration of the importance of
representing large-scale computations as a large number of
independent tasks is the success of modern MapReduce
architectures, like Apache Spark. A particularly important
application of this paradigm occurs when machine learning
is integrated with big data, which is arguably the topic in the
IT domain that is currently receiving the greatest attention.
A common feature of this integration is the need to extract
knowledge from large collections of data, using an approach
where initially a model is built in a training phase and then it
is applied over an extremely large number of instances in
the prediction phase, where each instance is classified. The
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computational requirements of the prediction phase can be
extreme. For instance, in environmental monitoring it is
today possible to use a large number of sensors (e.g., micro-
phones and cameras) collecting large volumes of data, which
are analyzed to identify specific subjects (e.g., elephants in
the African jungle [1] or snow leopards [2]). Hospitals want
to apply image analysis techniques to large collections of
medical images. In all these cases, there is the need to process
millions or even billions of jobs, requiring the use of large
infrastructures. The motivation for outsourcing computa-
tions involving external parties (workers) can be both the
need of high-performance computational capabilities and
economic convenience.

A clear concern in such distributed outsourced scenarios
is the lack of control over the jobs’ computation and hence
the uncertainty about the correctness of results returned by
the different workers in the system. While one may assume
an overall proper behavior, the open nature of the system is
clearly vulnerable to possible misbehavior by workers,
which can be either sloppy in their operation, or - even worse
- intentionally misbehave (to get rewards without employing
needed resources), and therefore opportunistic in their
responses.

The problem is well known and recognized by the
research and industrial communities, which have devoted
attention to the development of techniques to assess integrity
of the results of computations outsourced to external parties.
A promising approach to assess integrity in contexts where
computations are not fixed and predefined (and therefore
authenticated data structures providing deterministic integ-
rity guarantees are difficult to use) relies on probabilistic
techniques. These can always be applied when each portion
of the problem assigned to a worker can be structured as a
collection of jobs, each producing a result. It is then possible
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to inject jobs against which the behavior of workers is con-
trolled. Most common probabilistic techniques either (a)
insert jobs whose result is known a-priori, alerting for viola-
tions whenever results are different from the known one, or
(b) replicate jobs to multiple workers, alerting for violations
whenever results from different workers in response to the
same replicated job differ. While the two techniques are
known and well recognized, the problem of their targeted
generation and combination, so to provide best effectiveness
for integrity guarantees, is still an open issue.

We address this problem and propose a model to reason
on the combined use of pre-computed and replicated jobs,
which we call sentinels and twins, respectively, so to provide
best effectiveness. We frame our work in the context of a
data classification problem, which allows us to capture a
variety of scenarios, and investigate different issues that
naturally arise in the application of such controls. Our
investigation produces an improved characterization of
each technique and provides a response to many questions:
What are the aspects that have an impact on the effective-
ness of sentinels and twins? How should sentinels be gener-
ated and twins be distributed among workers so to provide
best integrity guarantees? How many replicas should be
used to get the best effectiveness? When are twins more
effective than sentinels (or vice versa)? Given an application
domain, what is the combination of sentinels and twins able
to provide the best protection? The results of the investiga-
tion show the effectiveness of the two techniques when
carefully combined based on our findings. Our work repre-
sents then a reference for the application of probabilistic
techniques, supporting the realization of efficient integrity
assessment solutions for many domains.

2 SCENARIO AND BAsIC CONCEPTS

Our problem is to enable a client to outsource data processing
to possibly untrusted workers in a distributed system, while
enjoying integrity guarantees on the returned results. There
can be multiple reasons for a computation result to be incor-
rect: a defect, a temporary misconfiguration, or a malicious
action by the worker (which may want to either sabotage the
computation or get the reward for computing jobs while omit-
ting to do so). From an integrity-assessment point of view,
there is an integrity issue regardless of whether the incorrect
result has been caused by failure, malfunctioning, sloppiness,
or intentional opportunistic behavior since they all have the
effect of the worker not correctly computing the jobs assigned
to it. In our analysis, we consider the problem of detecting
misbehavior of intelligent workers, which intentionally omit
computation and behave opportunistically in their responses
to avoid being detected in their omissions. The reason for con-
sidering intentional misbehavior is to set our work in the
worst (more difficult to discover) scenario. Indeed, techniques
that are able to withstand the action of an intelligent worker
would also offer integrity guarantees when the violation is
produced by accidental anomalies. In this way, we also cover
the case of anomalies that exhibit a behavior that may other-
wise be hard to detect (e.g., when a defect produces as a result
the most common answer expected from the computation).

In our scenario, we assume workers to be computers exe-
cuting a deterministic program. For concreteness, we consider
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Fig. 1. An example of probability mass function Pp: Zipf’s law with « = 0
(@), a=1(b),x=7(c).

a classification problem computing, for each data item in a
collection, the class associated with it. The consideration of a
generic classification problem allows us to capture different
application scenarios characterized by processing tasks pro-
ducing results in a finite domain of values. Common compu-
tational tasks can be considered as classification jobs with an
extremely large number of classes. For instance, the predic-
tion phase in machine learning can be seen as a classification
problem, whose goal is to classify each instance according to
the model defined in the training phase. Formally, we define
a classification problem as follows.

Definition 2.1 (Classification). Given a set D = {d,...,d,}
of data items and a set C' = {c4, ..., c.} of classes, a classifica-
tion is a function y : D — C that assigns each data item d; €
Dtoaclassc, € C.

A classification function y can be characterized by a prob-
ability mass function Pp that describes the probability of a
data item to belong to each class in C. For concreteness, in
the paper, we refer our examples to a classification over a set
C = {c1,c9,03,c4}) of four classes and three representative
instances of probability mass function (Fig. 1). The consid-
ered distributions follow a Zipf’s law with: @ = 0, modeling
uniform distribution; o = 1, representing the distribution of
classes known to be common in many domains; and « =7,
representative of a very skewed distribution. We focus the
initial analysis on classification jobs with a limited output
domain, because in these cases it is easier to characterize the
distribution of output values. This is not a limitation since, as
our analysis will show, the number of classes has negligible
impact on the effectiveness of the techniques, which depends
instead on the probability of the most frequent class (regard-
less of the number of classes). The results of our analysis
apply then to generic classification problems and data distri-
butions, including those with only two or an extremely large
number of classes (with this latter capturing generic compu-
tations with a wide variety of possible results).

We assume the classification problem to be deterministic
and complete. Deterministic means that we assume a diago-
nal confusion matrix and an accuracy of 100% in the classifi-
cation process (i.e., we assume workers to be machines
running the same algorithm, in contrast to human beings
performing a task). Then, an incorrect result is due to an
incorrect (defective, sloppy, or malicious) computation. For
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instance, with reference to machine learning, the execution
of a prediction job deterministically returns a class, as it
returns the deterministic result produced by the application
of the model obtained in the training phase. This holds also
when the returned result may not enjoy perfect quality. As
an example, for the problem of identification of snow leop-
ards in camera images, the model may sometime miss the
presence of the leopard, but this does not affect the deter-
minism of the model, and hence of the result of the job
execution. Completeness implies that every data item is
associated with a class in C. Note that a partial classification
problem can be made complete by simply introducing a
‘dummy’ class to which data items not of interest for the
classification will be mapped.

In the following, we refer to the computation of the clas-
sification of an individual data item as a job (short for classi-
fication job). Outsourcing of jobs to external, possibly
untrusted, workers is then formalized as an allocation func-
tion defined as follows.

Definition 2.2 (Job Allocation). Given a set D = {d, ...,
d,} of data items on which a classification is to be computed,
and a set W = {wy,...,w,} of workers, an allocation is a
function w : D — W that assigns each data item d; € D to a
worker w, € W.

We use §(w) to denote the set of data items assigned to
worker w. For simplicity, we assume an even distribution of
jobs across workers, that is, the number of jobs assigned to
any two workers differs of at most one. Formally, Vw € W :
Lg] < 18(w)| < [g], with g = h?,“ . Also, for simplicity in the
formulation, we assume the number of data items in D to be
a multiple of the number of workers, and therefore that all
workers have exactly the same workload. This is not a limi-
tation: a model with a heterogeneous assignment of jobs
would make the analysis more complex, but it would pro-
duce identical results with respect to the efficiency and
effectiveness of the integrity assessment techniques.

We use y' to denote the classification performed by a
worker w;, and y" to denote the classification performed by
all workers (i.e., the union of the classifications computed
by all the considered workers).

Our problem is then allowing the client to assess integrity
of classification ". We distinguish between honest and lazy
workers. An honest worker correctly performs jobs assigned
to it. A lazy worker omits some of the jobs assigned to it,
returning for them a result that is freely chosen by the
worker. Lazy workers can however possibly behave oppor-
tunistically on the omitted jobs to the aim of not being dis-
covered (e.g., exploiting possible knowledge on the
classification job). For simplicity, we assume lazy workers
to be independent entities and to not communicate with
each other. The impact of collusion would only be a reduc-
tion in the effectiveness of twins (see Section 7).

3 INTEGRITY CHECKS

Our work is based on the inclusion, in the jobs to be out-
sourced, of additional jobs that will serve as checks for
integrity assessment (Fig. 2). For such additional jobs, we
consider two complementary approaches: i) insertion of
jobs whose result is known a priori; ii) replication of the
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Fig. 2. Inclusion of sentinels and twins in the workers’ workload. Circled
items are sentinels and twins, marks identify twin sets.

same job to different workers. These two approaches well
reflect state of the art techniques typically considered for
integrity control. Controls of the first type correspond, for
example, to sentinels and markers (e.g., [3], [4], [5], [6]), and
watermarks (e.g., [7]). Controls of the second type corre-
spond to classical replication (e.g., [8], [9]). In our work, we
refer to jobs of the first kind as sentinels and to jobs of the
second kind as twins, characterized as follows.

Sentinels. A sentinel is a data item generated ad-hoc by the
client and whose classification (i.e., job’s result) is known a
priori. In the following, when clear from the context, we
will use the term sentinel to refer interchangeably to the sen-
tinel data item or its classification job. Receiving for a senti-
nel a result different from the known classification signals
an integrity violation. Formally, a sentinel d signals an
integrity violation whenever Yi(@)#y(d), with w(d)=w;.
Twins. A twin is a replica of a data item whose classification
job is submitted to more than one worker. Like for sentinels,
in the following, when clear from the context, we will use
the term twin to refer interchangeably to a replicated data
item or the corresponding classification job. We will use the
term twin set to refer to a data item and its replicas. We also
note that, while for simplicity we refer to a replicated data
item, in practice there is no need to actually create a replica
of the data item, but it is sufficient to allocate the corre-
sponding job to multiple workers. Formally, allocation func-
tion w is extended to possibly assign each data item to a set
of workers (in contrast to a single one), that is, w : D —
P(W). A classification job can be replicated as many times
as wished, and the identification of the optimal number of
replicas to be used is one of the contributions of this paper.
The name twin reveals the fact that, according to our analy-
sis (Section 5), best effectiveness is achieved when a twin set
has cardinality 2 (i.e., original data item plus one copy).
Receiving for twin jobs inconsistent results signals an integ-
rity violation. Formally, a twin set signals an integrity viola-
tion whenever Ju;, w;, € w(d) such that y*(d)#y*(d).

Clearly, to be effective, integrity checks should not be
recognizable as such by the workers, which could otherwise
go undetected in their possible misbehavior by simply per-
forming well on the jobs on which they know to be con-
trolled. For twins, allocating twin jobs to different workers,
which we consider as a good design principle for such kind
of control (as distribution of replicas to different workers
provides a natural cross-check), already guarantees such a
property. For sentinels, such a property has to be taken into
account in the generation of sentinel jobs.

The contribution of this paper is to evaluate how sentinels
and twins should be produced to be best effective and how
integrity controls should be distributed among sentinels and
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TABLE 1
Notation
c number of classes in C'
w number of workers in W
g number of genuine jobs assigned to a worker
J number of genuine and control jobs assigned to a worker
s number of sentinels assigned to a worker
stot  overall number of sentinels
t number of twins assigned to a worker
T overall number of twin sets
r number of replicas in a twin set
lr number of lazy workers in a twin set
l overall number of lazy workers
0 number of jobs omitted by a lazy worker
0s number of sentinels omitted by a lazy worker

Pp  probability mass function of genuine data in classes
Ps  probability mass function of sentinels in classes
Py probability mass function adopted by a worker for omitted jobs

twins so to be effective and provide the greatest integrity
guarantees. We first analyze sentinels and twins indepen-
dently, and then investigate their combination. Table 1 sum-
marizes the notation used in this paper.

4 SENTINEL ANALYSIS

We start by analyzing the effectiveness of integrity assess-
ment through sentinels. We first focus on a single worker,
which we assume to be lazy, because each sentinel controls
the behavior of one worker (the one in charge of its evalua-
tion) and its effectiveness is not influenced by the behavior
of other workers. The result of the analysis applies in gen-
eral to any of the workers. We then generalize the results to
assess the effectiveness of sentinels in the system.

The goal of our analysis on sentinels is to determine
how the number of sentinels (or, more precisely, their per-
centage with respect to the overall number of jobs assigned
to the worker) and their distribution in the different classes
affect integrity guarantees. Clearly, the amount of sentinels
affects integrity guarantees: the higher the percentage of
jobs on which a worker is checked, the lower the probabil-
ity of the worker to go undetected when omitting jobs. As
we will show in this section, also the distribution of senti-
nels in classes plays a role on the effectiveness of the con-
trol. In the following, we first evaluate the probability of a
lazy worker to go undetected by sentinels control when
omitting some of its jobs (Section 4.1). With such probabil-
ity turning to be also dependent on the distribution of sen-
tinels in classes, we then analyze possible sentinel
distribution strategies and their effectiveness (Section 4.2).
Finally, we extend this result to the whole collection of
workers (Section 4.3).

4.1 Probability Analysis

A lazy worker passes sentinels control if it performs cor-
rectly on all the sentinels, that is, if the classification
returned for all sentinels coincides with the classification
known to the client. This happens when the worker actually
performs the job or when the worker does not perform the
job but it returns a correct result for it. The probability of the
worker to go undetected (i.e., to return a correct result for
all sentinels) when omitting some of its jobs, depends then

on: 1) the probability of sentinels to fall in the omitted jobs
(since only sentinels are controlled, omission of genuine
jobs goes undetected) and 2) the probability of the result
returned for omitted sentinels to be correct. Let us then ana-
lyze each of these probabilities.

Probability of omitting sentinels. Consider a set of j jobs
comprising s sentinels and assume the worker omits o of the
jobs. The probability that o5 of the o omitted jobs are sentinels
(i.e., the probability of the worker to omit o, of the s sentinels)
follows a hypergeometric distribution and is as follows:

(=) (2)
0— 0 0
0
o

The higher the number s of sentinels, the higher the prob-
ability of omitting o, of them. For instance, the probability
that the worker omits 5 sentinels is: 2.72% using 20 sentinels,
18.27% using 40 sentinels, and 18.51% using 60 sentinels.
Probability of correctly guessing a job. Even when omit-
ting some sentinels, the worker could go undetected if
the result it returns for them is correct. The probability
that the worker correctly guesses the class of a sentinel
when omitting its computation depends on the strategy
adopted by the worker when selecting the classes to be
returned for omitted jobs and on the distribution of senti-
nels into classes. The assignment, by the worker, of omit-
ted jobs to classes can be modeled as a probability mass
function Py. Hence, Pp(c;) is the probability that the
worker assigns class ¢; to an omitted job. If the worker
randomly extracts the class of the omitted job from Py,

the probability that it guesses the correct class of an omit-
ted sentinel is:

p-omit_sent

C

p_guess_sent = Z(P()(ci) - Ps(c;))
i=1

where Ps describes the probability mass function of senti-
nels (i.e., their distribution) in classes. Indeed, the probabil-
ity of correctly guessing class c; to which a sentinel belongs
is the product of the probability that the worker chooses c;
for the omitted sentinel job (i.e., Po(c;)), multiplied by the
probability that c; is the correct class for it (i.e., Ps(c;)).
Table 2 illustrates the probability for a lazy worker to cor-
rectly guess the class of an omitted sentinel (p_guess_sent),
considering different distributions for Pg (following the
Zipf's law with a=0, a=1, and «=7) and different strategies
Pp for the worker to classify omitted jobs. In particular, we
consider three possible strategies that the worker can choose
to classify omitted jobs: always in the most frequent class in
Pg (i.e., Po=[1,0,0,0]), according to a uniform distribution
(i.e., Po=[0.25,0.25,0.25,0.25]), according to Ps (i.e., Po=PFks).
For instance, when Py is a Zipf's with « = 1 and the worker
classifies all the omitted jobs in the most frequent class,
p-guess_sent is 48%. The table shows that, independently
from Pg, the most convenient strategy for the worker to max-
imize p_guess_sent consists in classifying all the omitted jobs
in one class (ideally, the most frequent in Pg, which the
worker however does not know). In fact, distributing its
guesses among different classes, the worker has greater
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TABLE 2
Probability p_guess_sent of Correctly Guessing the
Classification of a Sentinel

Po
Pg 1,0,0,0110.25,0.25,0.25,0.25][same as Ps

a=0 0.2500 0.2500 0.2500
[0.25,0.25,0.25,0.25]

a=1 0.4800 0.2500 0.3280
[0.48,0.24,0.16,0.12]

a=T 0.9920 0.2500 0.9841
[0.992,7.75e-3,4.53-4,6.053e-5]

probability of assigning a wrong class to an omitted sentinel.
This is visible in Table 2, where the first column has always
values greater than, or equal to, the ones in the other
columns.

Probability of passing sentinels control. Since the classifi-
cations of different jobs are independent events, the proba-
bility that a worker passes integrity control when omitting
o, sentinels is the product of the probability of the worker to
omit o, sentinels multiplied by the probability of correctly
guessing their classification. Formally, such probability is
p-omit_sent(os) - (p-guess_sent)™, with the second term
reducing to 1 when 0,=0 (i.e., no sentinel is omitted). There-
fore, the probability of the worker to pass sentinels control
(i.e., the probability of a worker omitting o, jobs to go unde-
tected in its omissions), is the sum, over all possible values
of oy, of the probabilities of the worker to pass sentinels con-
trol when omitting o, sentinels. Formally:

min(s,0)
Os

p-pass_sent = Z (p-omit_sent (o) - (p_guess_sent)®)

0s=0

Note that the sum terminates at min(s,0) since the worker
cannot omit more sentinels than either the number of senti-
nels it has received or the number of jobs it omits.

Fig. 3 compares the values of p_pass_sent, varying the
number s of sentinels and the number o of omitted jobs,
obtained analytically and through 1000 Monte Carlo simula-
tions. In the simulations, we considered a worker in charge
of the classification of j = 200 jobs that can be classified into
4 classes C' = {cy, c2, 3, cs}. The probability mass function
Pp is a Zipf's law with o =1, sentinels are distributed
according to a uniform distribution (i.e., Py is uniform), and
the worker classifies all the omitted jobs in the most fre-
quent class in Pp (i.e., Py is [1,0,0,0]). As visible from the
figure, the analytical and numerical values nicely match.

4.2 Sentinels Distribution

The client can operate on two factors in injecting sentinels:
the number s of sentinels, and their distribution Py into clas-
ses. Indeed, the other parameters in the formula of
p-pass_sent are not under the control of the client. Clearly,
the higher the number of sentinels, the higher the probabil-
ity of the worker to hit them (i.e., the higher o,) when omit-
ting jobs. The average value of o; is "—}*’ , which is the average
of the hypergeometric distribution regulating p_omit_sent.
However, an omitted sentinel can be detected only if the
response returned for it is different from the correct one,
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Fig. 3. Probability p_pass_sent varying the number s of sentinels (a,b) and
the number o of omitted jobs (c,d) obtained analytically (a,c) and through
Monte Carlo simulations (b,d).

and here is where the distribution of sentinels into classes
comes into play.

We identify three possible strategies that the client can
use for distributing sentinels into classes.

e  Genuine data distribution (Ps=Pp): sentinels are dis-
tributed into classes following the same distribution
as the data. The rationale behind such a strategy is to
follow cardinality of the genuine jobs in assigning
sentinels, so that each class receives a number of sen-
tinels according to its expected cardinality.

o Normalized inverse distribution of genuine data
(Pg=Pp~1): sentinels are distributed into classes fol-
lowing the normalized inverse of Pp. Therefore, the
most frequent class in Pp is the least frequent in Pg
(and vice versa). The rationale behind such a strat-
egy, working opposite to the one above, is to inject
more control with a result that is less expected.

o  Uniform distribution (Ps uniform): sentinels are dis-
tributed equally among classes, regardless of data
distribution. The rationale behind such a strategy is
to make any guess equally likely for correctness.

Note that a limited number of sentinels is sufficient to
provide high integrity guarantees (see Section 6.3). Hence,
the addition of sentinels is not expected to considerably
modify the data distribution of genuine values.

The effectiveness of sentinels” control depends also on the
strategy that the lazy worker can adopt at its side. As noted in
the previous subsection, the lazy worker does not have any
convenience in distributing omitted jobs in different classes
(as its probability of correctly guessing the class would natu-
rally decrease) and its best bet is instead to consistently assign
omitted jobs to a single class. In fact, such a class would be the
one most probable according to data distribution but, since
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Fig. 4. Probability p_pass_sent varying the number s of sentinels and the
distribution Pp of genuine data, considering different distribution strate-
gies for the client and guess strategies for the lazy worker.

only sentinel jobs are actually checked, the worker should
reason on what would be most probable as a correct guess for
sentinels themselves (i.e., Ps in contrast to Pp). This observa-
tion implies two possible choices for the default class that a
lazy worker could assign to omitted jobs:

o the one most frequent in the data distribution, assuming
sentinels follow the same distribution as data;

o the one least frequent in the data distribution, assuming
the hypothesis above to be too obvious and therefore
cleverness at the client side in injecting control with
results that are less expected.

Fig. 4 illustrates the probability of the worker to pass
integrity controls (i.e., value of p_pass_sent) in the different
possible combinations of the client (Ps) and worker (Pp)
strategies. It is immediate to see that a possible strategy for
the client to follow a non-uniform distribution for sentinels,
opting for either the same distribution as the data or the nor-
malized inverse one, is exposed to the risk of the lazy
worker to actually succeed in its opportunistic assignment
of omitted jobs to the most frequent, or least frequent, class
of data distribution. This is well visible in Fig. 4, that shows

the high probability of the worker to go undetected in omit-
ting jobs when choosing the most frequent class (when the
client distributed sentinels with same distribution as the
data, Fig. 4a) or the least frequent class (when the client dis-
tributed sentinels with a distribution inverse to the one of
the data, Fig. 4d). Uniform distribution for sentinels instead
confirms to be resilient to possible opportunistic guesses
(Figs. 4e and 4f). Clearly, the weakness of sentinels’ distribu-
tion different from the uniform one in Fig. 4 is better visible
when the data distribution (and therefore the sentinels’ dis-
tribution) is skewed (i.e., « = 7). When the data distribution
is not skewed (i.e., « = 0 and o = 1), data will tend to be
more uniformly distributed and therefore strategies Ps=Pp
(Figs. 4a and 4b) and Ps=Pp " (Figs. 4c and 4a) for sentinels
distribution will resemble the uniform one. Intuitively, the
strength of uniform distribution for sentinels is to not make
any class (and hence correct guess for omitted jobs) more
likely to be correct than another, and therefore dismount
possible opportunistic behavior: the worker would not
know on which class it is best to bet for its omitted jobs, and
any possible strategy it could adopt would suffer from low
probability of hitting a correct guess (as visible in the first
row of Table 2, uniform distribution for sentinels being a
Zipf with « = 0).

4.3 Multiple Workers

The analysis above has considered an individual worker, in
line with the fact that each sentinel controls the behavior of
a single worker. The effectiveness of sentinels control on the
overall system is simply the combination of the controls
over the different workers. The probability of possible lazy
behavior in the overall system to go undetected (i.e., the
probability that all workers pass sentinels control) is then:

w
p-pass_sentinels = H p_pass_sent;
i=1

where p_pass_sent,; is the value of p_pass_sent computed with
the specific values of j jobs, s sentinels, and o omissions con-
sidered for worker w;. When the parameters are the same for
all workers, p_pass_sentinels reduces to (p_pass_sent)l, with [
the total number of lazy workers. In fact, p_pass_sent=1 for
workers that are either honest (i.e., 0=0) or that receive no
sentinels (i.e., s=0).

Note that, since the client does not know nor suspect
which workers are honest and which workers are lazy, senti-
nels are uniformly distributed among all the workers. The
reason for workers to receive no sentinels might be that the
total number of sentinels assumed to be injected overall is
smaller than the number of workers. In fact, as we will see in
Section 6, even a few sentinels covering just a few workers
are sufficient and provide adequate effectiveness when com-
bined with twins, with no need to distribute sentinels to every
single worker. We also note that sentinels, operating indepen-
dently on different workers are by definition not exposed to
collusion. As a final remark, we note that the total number of
sentinels that may be injected might be not sufficient to cover
all the classes in the data distribution. In this case, maintain-
ing the idea of distributing sentinels as uniformly as possible
in the different classes, the best client strategy would be to
randomly select classes to which assign sentinels.
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5 TWwIN ANALYSIS

We now analyze the effectiveness of integrity assessment
through twins. We recall that: the term twin set refers to the
set of 1’s (virtual) replicas of a data item, 7" is the overall
number of twin sets generated by the client, and ¢ is the
number of twins assigned to each worker. With uniform
distribution of twins to workers, we have |Zr| <t < [Lr].
For simplicity of the formulas, without loss of generality,
we assume 7" - r to be a multiple of the number w of workers
and hence each worker to receive ¢ twins. (We relaxed such
an assumption in computing results for plotting curves of
our analysis and in our simulations.)

We first evaluate the probability of workers to go unde-
tected by twins control when omitting jobs (Section 5.1).
With such probability turning out to be dependent on the
replication factor and the number of twin sets, we then ana-
lyze possible strategies for twin generation and allocation
(Section 5.2). We first focus on a single twin set because
each twin set works independently for providing integrity
guarantees. We then generalize the results to the consider-
ation of multiple twin sets.

5.1 Probability Analysis

Workers to which data items in a twin set are assigned pass
integrity control by the twin set if they all return the same
result for the items in the set (twin jobs). This happens in
the following cases: 1) all workers actually perform the twin
job (and hence return the correct result for it), 2) some of the
workers omit the twin job but correctly guess its result, or 3)
all workers omit the twin job but they all return the same
result for it. Let us then analyze the probability of lazy
workers to be involved in the evaluation of a twin set and to
omit the twin. We then evaluate the probability of workers
involved in a twin set to return the same result, when some,
or all, of them are lazy.

Probability of lazy workers in the twin set. The first
parameter influencing twins effectiveness is the probability
of lazy (versus honest) workers to be involved in the evalua-
tion of a twin set. In fact, honest workers, by always return-
ing a correct response, will increase exposure of possible
misbehaviors by others. The probability of having lazy
workers in the twin set depends on the number of lazy
workers in the system and on the replication factor (i.e., the
cardinality of the twin set). With a reasoning similar to the
one followed for sentinel omissions, it is easy to see that the
probability of having I lazy workers involved in a twin set
assuming w workers in the system, ! of which are lazy, and
a replication factor of r, follows a hypergeometric distribu-

tion. Formally:
l w—1
lT r— lT

p-lazy(lr) = (w)

T

Probability of omitting twins. Suppose that I out of the r
workers in charge of evaluating a twin set are lazy. The
probability that a lazy worker omits a twin job is ¢ (i.e, num-
ber of omissions divided by the number of jobs assigned to
the worker). Since omissions by different workers are inde-
pendent events, probability (%)" - (1 — ?;)IT*’ corresponds to

the probability that ¢, with 0 < ¢ < Iy, workers omit the twin
job and {7 — i workers do not omit it. Given Ir lazy workers,
there are ('7) possible combinations of i out of I7 lazy work-
ers and therefore the probability that any subset of i lazy
workers omits the twin job in the same twin set is:

Iy o\’ o\
p-omit_twin(i,lp) = (z) . (}> .(1 — 3)

Probability of Same Classification. In the evaluation of the
probability of all workers to return the same classification, we
distinguish the case where such classification is the correct
one for the twin job from the case where it is a wrong one (but
consistently returned by all workers). The probability of a
worker to correctly guess the class of an omitted job is
> o1 (Po(ck) - Pp(ck)). The probability that ¢, with 0 < i < Iy,
workers guess the correct class of the omitted twin job is then:

C

p-guess_twin(i) = Z((P()(Ck))i . PD(Ck))

k=1

With a similar reasoning, the probability that i, with 0 <
1 < lp, workers omitting a job return the same (but wrong)
result is:

c

p-same.wrong(i) = Y ((Po(er))' - (1= Po(<y)) )

k=1

Table 3 illustrates the probability of workers omitting the
job to return the same class (correct for p_guess_twin and
wrong for p_same_wrong) assuming different probability
mass functions for genuine data Pp and for omitted jobs Fo.
Note that, in the extreme case where a twin set is assigned
to workers that are all lazy and all of them omit the job, if
workers are deterministic in their classification of omissions
(e.g., classifying all items in the most frequent class in Pp),
the misbehavior will not be discovered since all workers
will be in agreement on their result (regardless of whether it
is correct or wrong). This is visible in the table where, for
Pp=I[1,0,0,0], p_guess_twin(10)+p_same_wrong(10)=1, regard-
less of the distribution of Pp.

Table 3 is analogous to Table 2 for sentinels. Note, how-
ever, that rows in Table 2 report the distribution of sentinels
while rows in Table 3 report the distribution of data them-
selves. In fact, since twins are randomly selected in the data
population, unlike for sentinels, their distribution cannot be
regulated. For the randomness of the process, distribution
of twins can be considered to follow the distribution of the
genuine data.

Probability of passing twins control. The probability of a
twin set to show the same result from all workers and there-
fore not to signal any violation (even in the presence of lazy
workers and omissions) can be obtained by applying the
total probability theorem to the probabilities discussed
above. More precisely, it is the sum of: 1) the probability of
having all workers involved in the twin set to return the cor-
rect result, even when some workers are lazy and omit the
twin job, and 2) the probability of all workers involved in
the twin set to be lazy, to omit the twin job, and to return
the same (wrong) result. The first probability is the sum,
over all possible values of i, of the probability of having I
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TABLE 3
Probability p_guess_twin of Correctly Classifying a Job by 4 or 10
Workers That Omitted it, and Probability p_same_wrong of 10
Workers Returning the Same (Wrong) Class for the Omitted Job

Po
Prob. same
Pp [1,0,0,01{[0.25,0.25,0.25,0.25]| as Pp
classification
a=20 p_guess_twin(4) 0.2500 0.0039 0.0039
[0.25,0.25,0.25,0.25] p_guess_twin(10) || 0.2500 9.53e-7 3.81e-6
p_same_wrong(10)|| 0.7500 2.86e-6 2.86e-6
a=1 p_guess_twin(4) 0.4800 0.0039 0.0264
[0.48,0.24,0.16,0.12] p_guess_twin(10) || 0.4800 9.53e-7 6.50e-4
p_same_wrong(10)|| 0.5200 2.86e-6 3.38e-4
a="17 p_guess_twin(4) 0.9920 0.0039 0.9606
[0.992,7.75e-3,4.53e-4,6.053e-5]| p_guess_twin(10) || 0.9920 9.53e-7 0.9228
p_same_wrong(10)|| 0.0080 2.86e-6 0.0074

lazy workers involved in the twin set multiplied by the
probability of i of them omitting the job to guess the correct
result (for all possible values of 7). The second probability is
the product of the probability of the different events concur-
ring to it. Therefore, the probability of observing the same
result for all jobs in a twin set is:

min(l,r)

p-consistent = Z
=0

(pflazy(lT)'

Ir
z:(p_omit_twm(i7 lr) ~p_guess_twm(i))>
=0

+ plazy(r) - p-omit_twin(r,r) - p_same_wrong(r)

Note that the sum terminates at min(l,r) since a twin set
cannot include more lazy workers than either the number of
lazy workers assumed to be part of the system or the num-
ber of replicas in the twin set. When 1" twin sets are used,
the probability, denoted p_pass_twins, of twins not to signal
any violation is:

p_pass_twins = p-consistentT

Fig. 5 compares the values obtained for p_pass_twins,
varying the number ¢ of twins per worker and the number o
of omitted jobs, obtained analytically and through 1000
Monte Carlo simulations. The scenario assumes that each
worker is in charge of the evaluation of ;=200 jobs, some of
which (2, 4, 10, or 20) are twins. Data are distributed accord-
ing to Zipf’'s law with a=1 (i.e., Pp has a«=1) in 4 classes C' =
{c1, ca, c3, ca}. Lazy workers classify the omitted jobs in the
most frequent class in Pp (i.e., Py is [1,0,0,0]).

5.2 Twin Generation Strategy

The client can operate on two factors when injecting twins
control: the number of twin sets (I") and the replication fac-
tor (r), with the two being also related to the number of
twin jobs assigned to each worker (¢ - w=T" - r). Indeed, other
parameters in the formula of p_pass_twins are not under the
control of the client. Clearly, the more twins a worker
receives, the more the control to which the worker is subject.
But, assuming willingness of the client to pay a load of T -
(r — 1) additional jobs (twin jobs in addition to the original
ones), is it better to have a larger 7" or a larger »? For
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Fig. 5. Probability p_pass_twins varying the number ¢ of twins (a,b) and
the number o of omitted jobs (c,d) obtained analytically (a,c) and through
Monte Carlo simulations (b,d).

instance, would it be better to have three twins for the same
data item (T'=1, r=3) or two twins of two data items (7=2,
r=2)? Each of the two strategies would bring an equal addi-
tional load to the system (two additional jobs to be allo-
cated), but which one is more effective?

Looking at the formula of p_pass_twins, and the depen-
dency between the variables, it is easy to see that p_pass_twins
decreases exponentially with the increase of the number of
twin sets 7' (which is larger for smaller values of r). It
decreases instead very slowly with the increase of the number
r of replicas, as visible in Fig. 6a. The figure shows how the
probability that an omission of 0=50 jobs, assuming Pp with
a =1, w=100 and /=49 (i.e., just the slight majority of the
workers is honest), goes undetected, varying the additional
jobs inserted as twins (i.e., T'- (r — 1)) in the two extreme
cases: 1) only one twin set is considered (i.e.,7=1) while the
number of replicas varies, 2) only one additional replica per
item is considered (i.e., 7=2) and the number of twin sets
varies. The figure confirms the observation above. In particu-
lar, the curve for T=1 shows an asymptotic behavior, tending
to Pyq., which is the probability of the most frequent class in
Pp (P,4,=0.48 in the figure). In fact, with probability P, the
jobs in the twin set belong to the most frequent class. In this
case, the workers correctly guess the class of twin jobs. Such a
correct guess then happens with probability P4,

In summary, best effectiveness is achieved by keeping
replication factor minimum (r=2) while increasing the num-
ber of twin sets (i.e., twinning different data items). Of
course, care must be taken in the allocation of twins to
workers, to guarantee that the cross-checks provided by
twins do not partition workers dividing lazy from honest
workers. Such condition can be easily ensured by assigning
at least one twin to every worker, uniformly distributing
twins between workers, and allocating twin sets to cover
different combinations of workers. Good coverage of the
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different combinations provides also fine resilience against
collusion. In this respect, we note that even if a fraction % of
the workers collude, only the twin sets fully covered by the
colluding group become ineffective, roughly less than % of
the twin sets, hence leaving the lazy workers still exposed
to the control on the other twin sets touching workers out-
side the clique (see Section 7).

The effectiveness of twins depends also on the probabil-
ity mass function Pp and on the strategy adopted by the
workers for classifying the omitted jobs (i.e., Pp). As already
noted, since twins are selected randomly among the data
items, the client cannot dictate twin distribution into classes
as done for sentinels and, given the randomness of the pro-
cess, twins can be expected to follow the same distribution
Pp as the original data. Hence, the best strategy for lazy
workers behaving opportunistically to the aim of going
undetected in twin omissions is to classify omitted jobs in
the most frequent class of the data distribution. This obser-
vation implies, unfortunately, determinism in opportunistic
behavior of lazy workers and therefore their equal classifi-
cation of omitted twin jobs that can make twin control inef-
fective when data distribution is highly skewed (as the most
frequent class of data that lazy workers assign to twin jobs
has high probability to be the correct one, hence matching
the result returned by honest workers) or where all the
workers are lazy and their omission extreme (as they will
all omit twins, consistently classifying them in the same
class). Figs. 6b and 6c¢ illustrate the effectiveness of twins as
well as their limitations in such situations.

Fig. 6b shows p_pass_twins varying the number ¢ of twins
between 0 and 60 and assuming =2, w=10 workers (4 of which
are lazy), 0=20 omitted jobs by each lazy worker, and j=200
jobs assigned to each worker. While quickly effective for Zipf's
data distributions with =0 and «=1, twins fail to be effective
for «=7. Fig. 6¢ considers a scenario with w=10 workers each
in charge of 200 jobs, 10 of which are twins (with =2 and
T=50), and the distribution of data is expressed by a Zipf's
law with a=1. It shows how probability p_pass_twins changes
varying the number o of omitted jobs, assuming the number [
of lazy workers tobe 4,7, or 10 (i.e., 40%, 70%, or 100%). Again,
while quickly effective even when the majority of workers
(70%) is lazy and their omissions extreme (i.e., approaching all
200 jobs), twins cannot help in detecting extreme omissions
(i.e., approaching all the 200 jobs) when all workers are lazy.
In this case, none of the workers would perform the work and
all of them would consistently return the most probable class
(i.e., the most frequent in the data distribution).

6 COMBINING SENTINELS AND TWINS

In the previous sections, we have discussed sentinels and
twins independently. When both techniques are used, the
overall integrity guarantee is given by their combination.
Hence, the probability of workers to pass integrity control
becomes:

p_undetected = p_pass_sentinels - p_pass_twins

We now investigate how the two techniques should be
used to provide best effectiveness. Our starting point is rep-
resented by the lessons learned from the analysis in the pre-
vious sections, which can be summarized with the following
three observations. First, the best strategy for the client to
maximize effectiveness of control is to distribute sentinels
uniformly among the different classes, and to use a replica-
tion factor r of 2 for twins. Second, the best strategy for
opportunistic lazy workers to maximize probability of going
undetected when omitting jobs is to classify omissions in the
most frequent class of the data distribution (i.e., the class
with probability P,,.,). Third, twins are, in general, more
effective than sentinels (roughly twice as effective, since
with one additional job the behavior of two workers is con-
trolled). However, twins fall short when the data distribution
is highly skewed (i.e., Py, is high) given the high probability
of omitted jobs to be classified correctly. Also, twins lose
effectiveness when omissions are extreme by all workers
(since all lazy workers would return the same result for the
twin jobs assigned to them which they omit to compute).

With the analysis in the previous sections enabling us to
capture integrity guarantees (in terms of p_undetected), our
challenge is first to determine the value of P,,,, where senti-
nels take over in terms of effectiveness with respect to twins
and second to determine how to counteract extreme omis-
sions injecting some sentinels in scenarios where twins are
more effective.

6.1 Threshold Value of P,

The value of P, for which either twins or sentinels are
expected to be more effective depends on two factors: the
presence of lazy workers and the percentage of omissions.
Identifying whether the P, of a given scenario falls below
or above such an optimal value would require to plot the
curves of p_pass_sentinels and p_pass_twins for the given
scenario and see the value of P,,,, at which one becomes
higher than the other. Considering the three observations
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above and some simplifying assumptions that enable ana-
lytical treatment, we obtain an analytical formula for the
derivation of the threshold value of P,,,, indicating whether
twins or sentinels are more effective.

As for sentinels, where p_pass_sentinels =[], p_pass_
sent; over the different workers, we simplify p_pass_sent
assuming the omissions of sentinels as a sampling with
replacement. Sampling with replacement means that the
sample values are independent. In our scenario, this means
that the omission of a job does not affect subsequent omis-
sions. In other words, when we omit a job, that job is put
back in the set of jobs; subsequent omissions operate consid-
ering the complete set of jobs. Hence, we consider for each
worker the formula for one sentinel and elevate it to the num-
ber of sentinels assigned to the worker. The imprecision
introduced by the adoption of this simplification is negligible
and has the advantage that the formula exhibits a clear ana-
lytical structure. The overall product over the different work-
ers equates then to elevating the p_pass_sent for a single
sentinel to the total number of sentinels in the system, that is,
p-pass_sentinels = p_pass_sent®@. For a single sentinel
(s = 1), the formula for p_pass_sent of Section 4.1 gives us:

1
Z(p,omit,sent(os) - (p_guess_sent)™)

0s=0

p-pass_sent =

= p_omit_sent(0) + p_omit_sent(1) - p_guess_sent

+(-)

where p_guess_sent = 1 derives from injecting in the formula
of Section 4.1 the observations above about the client distrib-
uting sentinels uniformly and workers opportunistically
returning the most frequent class for omitted jobs.

As for twins, where p_pass_twins = p_consistent”, we can
rewrite the formula for p_consistent applying the observa-
tions above on the replication factor (i.e., » = 2) and consid-
ering opportunistic behavior by lazy workers for omitted
jobs (i.e., they consistently classify the omitted jobs in the
most frequent class of the data distribution). As a simplifica-
tion, we consider the worst case scenario of both workers
involved in the twin set to be lazy (i.e., [7=2) and, for the sin-
gle twin set, assume them to be the only workers in the sys-
tem (i.e., w=2). The exponentiation to T" will take care of the
inclusion of the other workers. Basically, our simplification
assumes twin sets to operate independently (covering dis-
joint sets of pairs of lazy workers). The formula for
p_consistent of Section 5.1 then becomes:

p_consistent =

2
plazy(2) - Z(p,omit,twin(i, 2) - p_guess_twin(i))+
=0

+ plazy(2
2

(=g ()] e () e
+(%113m0—12-k(91-03md

o
~1-2-= (1= Py
7 )

- p_omit_twin(2,2) - p_same_wrong(2) =

where the last approximation removes the least significant
factor since, assuming o < j, term (‘]—’.)2 becomes negligible.

Let us then compare the formulas obtained above to evalu-
ate when sentinels are more effective than twins, that is,
when the probability of passing sentinel controls is lower
than the one of passing twin controls (p_pass_sentinels <
p-pass_twins). Of course, comparison is to be made assuming
the same overhead for the client in terms of additional jobs to
be inserted, hence considering an equal number of sentinels
and twin sets, that is, s+ = 1" (as each of them requires an
additional job to be injected in the system). With s,,; = T, the
exponents at both sides of the equation can be discarded and
comparison reduces to check when p_pass_sent < p_consistent,
thatis, when:

1_G>-<1—é> < 1—2~(§_>-(1—Pmam)

which gives:

1 1
Pmaw > o <1 +_>
2 c

In summary, our analysis tells us that, for each scenario,
either sentinels or twins should be used as control jobs,
depending on the value of P,,,, characterizing the scenario.
When ¢ = 2, which is the lowest value ¢ can assume, twins
(sentinels, resp.) should be used if P, is lower (higher,
resp.) than or equal to 0.75. As the number of classes grows
the value of P,,,, at which sentinels are more effective than
twins decreases, reaching 0.50 as the number of classes
becomes very large (and hence % negligible). The formula
above also tells us that when Pm,n is not higher than 0.50,
twins are always more effective than sentinels.

The number of control jobs to be injected depends on
the aimed integrity guarantees, expressed in terms of
p-undetected and can be simply obtained from our for-
mulas. Basically, given a client’s established threshold e,
p-undetected < ¢ can be guaranteed by e <ploymg either
T > og(p+fw)wfwt) twin sets or s;,; > oz (p Tog (p_pass_sent) sentinels
(Section 6.3 will elaborate more on this). A note aside is to be
made for scenarios where twins are more effective than senti-
nels (e, P < %(1 —5—%)) with respect to extreme omis-
sions, which make twins lose effectiveness. Luckily, the
different nature of the two controls makes sentinels extremely
effective in such scenarios, and adding a handful of sentinels
when using twins suffices to detect extreme omissions, as we
see next.

6.2 Extreme Conditions

Extreme conditions refer to (quite unlikely) scenarios where
omissions by all the workers in the system are considerable,
approaching almost the total number of jobs.

The most extreme case where all jobs are omitted (i.e., all
workers omit all the jobs) is easy to analyze. In such a case,
p_pass_twins=1 (since all omissions will be classified in the
most frequent class of the data distribution). Also, since all
jobs are omitted (i.e., o=j and o0,=s), p_pass_sentinels reduces
to ()™ (i.e., p_pass_sent=L). In other words, a number of sen-

tinels s, > — ig EE; is sufficient to maintain p_undetected <
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¢, guaranteed by twins, also when all workers omit all their
jobs.

The analysis of generic extreme conditions where work-
ers omit most, but not all, of their jobs is much more com-
plex. To tackle it, we consider the worst case scenario,
modeling the whole set of workers as a single worker. We
also assume workers to know the total number s;,; of senti-
nels and the number T of twin sets, and therefore to
be able to estimate the number E of jobs to elaborate to
maximize the probability that their extreme omissions go
undetected. Providing protection against the worst case
scenario clearly gives the strongest protection, also main-
tained in situations where such information is not known
and workers operate independently in their opportunistic
behaviors. When workers omit most of the jobs, the omis-
sions go undetected if the workers process all the sentinels
and do not process any of the twins. The probability,
called p_extreme, that, when processing only E out of the
total number J of jobs in the system while omitting the
other O = J — E jobs, all the sentinels are processed and
all the twins are omitted is:

5 . . _ E—sto
p_extreme(E) = ( E ) - (Pet) ‘St“"-(l - 73t0f’+2T(} Pm”)) "

Stot

where (%t)" is the probability of processing all the sentinels

and (1 - w)bﬂ*%t is the probability that, among
the £ — s, processed jobs, twin jobs that do not fall in the
most frequent class are all omitted. The rationale is that
among the 27" twin jobs, only 27°(1 — P,,,,) twin jobs that do
not fall in the most frequent class are effective in signaling
omissions (for twins that fall in the most frequent class, omis-
sions cannot be distinguished from processing as they pro-
duce the same result).

To determine the maximum value of p_extreme, denoting
with E the value of E reaching it, we observe that to process
as few F jobs as possible while minimizing the risk of being
detected, opportunistic lazy workers need to aim for the
lowest E such that p_extreme(E) > p_extreme(E + 1). Con-
sidering the formula of p_extreme this translates to:

E . (%) ant' 1_ Stot + 2T(1 — Pmax) E—stot
Stot J T

> E+1 (St,,t>5mt 1 Stot + 2T(1 — Pmar) E+1=s¢0t
Stot J J

which corresponds to:

E
1 >7+1 ‘(1
E+1— sy

o Stot + 2T(1 - Rnax))
J

giving:

Stot + J

-1
> Stot + 2T(1 —

F, ma.z)

Since the number s;,; of sentinels to be added is consider-
ably smaller than the number 7" of twin sets and the number
J of jobs is large (especially when compared with the total
number of sentinels and twin sets), the value E that maxi-

mizes p_extreme(E) can be approximated to E = WLP{W)

The probability of workers to be undetected when processing
only E jobs is then:

= St Stot\ Stot
p-extreme(E) = 2T (1 Pmaz) (7) .

Stot

Stot-J

(1 Stot + 2T (1 — Ppag) >m_5tot
J

which can be then simplified applying the following steps:

__Stord (5 Stotdystot
° <2T(1—Pmm~>) < M
Stot Stot!
approximation for the factorial at the denominator,
stot] s
(m)%t

can be approximated as N

Stot -
(1 _ 5f,nt+2T(1_Pmn.1'))2T(1f27TPmm)75tot ~
7 ~

which, using Stirling’s

Stot < J/

Stot "+

(1- M)ZT(FPL:& which, applying rule (1+
4)* ~ e, can be approximated as e~ ",
The maximum value of p_extreme can then be approxi-
mated as:

e since

(% ot

n 2T<1_P'lrm:r,> Stot Stot s

p-extreme(E) = ~———45—- ( ) . e Stot —
\/27T5101<m) o J

o €

Stot
Stot
B (2T<1—Pm>)
vV 2 Stot

The validity of this formula has been verified using simu-
lations in a variety of configurations.

For guaranteeing a probability of extreme omissions to
go undetected lower than &’ (where ¢’ could be equal to or
different from the ¢ required for p_undetected), the number
s of sentinels to inject to maintain the protection guaran-
tees provided by twins can be then derived instantiating the
formula above with the P,,,, of the considered scenario and
T computed as illustrated at the end of Section 6.1. Again,
as we see next, a handful of sentinels overall suffices.

6.3 Integrity Guarantees
The analysis above enables us to evaluate effectiveness of
integrity controls for realistic scenarios characterized by
large workloads. Indeed, Sections 4 and 5 considered a rela-
tively small workload (J = 2000 and w = 10), with the goal
to understand the behavior of the techniques, rather than
demonstrating their effectiveness. We have then evaluated
p-undetected in configurations characterized by different
numbers of jobs and varying: i) the percentage of control jobs
(from 5% to 25%); ii) the percentage of omitted jobs (1%,
0.1%, and 0.01%); and iii) the probability P, of the most fre-
quent class (0, 0.25, and >0.50). The value of P,,,, determined
also the kind (twin sets versus sentinels) of control jobs to be
injected. As we assumed a large number of classes, P, =
0.50 is the threshold where twins hand over to sentinels for
effectiveness and therefore the values exhibited for the case
Py > 0.50 assumes use of sentinels, noting that the case
P = 0.50 applies to twins as well. Also, since effectiveness
of sentinels does not depend on P, (given that sentinels
are uniformly distributed), the exhibited values for the case
P4z > 0.50 hold for all P,,,, > 0.50.

Tables 4 and 5 show the probability of omissions to go
undetected for two scenarios characterized by 10° and 10°
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TABLE 4
Probability p_undetected for a Scenario With 106 Jobs for
Different P,,.,, and Varying the Percentage of Omissions
and of Control Jobs Injected

Additional jobs

? Praz|| 5% 10% 15% 20% 25%
0 [[2.07e-439[4.18¢-878]8.4Te-1317[1.69e-1755[3.41e-2194
1%| 0.25((9.80e-330|9.31e-659|8.85e-988 |8.32e-1317|7.91e-1646
>0.50| |4.63€-220|2.07e-439|9.31e-659 |4.18e-878 |1.85e-1097
0 [[338e-44 [1.14e-87 [3.82¢-131 |1.29e-174 |4.33¢-218
0.1%| 0.25|(2.49e-33 [6.19e-66 [1.54e-98 [3.82e-131 [9.49%-164
>0.50||1.84e-22 |3.38e-44 |6.19e-66 |1.14e-87 |2.08e-109
0 [[454e05 [206e-09 [9.33e-14 [423e-18 |[1.92e-22
0.01%| 0.25(|5.53e-04 |3.06e-07 |1.69e-10 [9.33e-14 [5.16e-17
>0.50||6.74e-03 |4.54e-05 [3.06e-07 |2.06e-09 |1.39%-11
TABLE 5

Probability p_undetected for a Scenario With 10® Jobs
for Different P,,.., and Varying the Percentage of
Omissions and of Control Jobs Injected

Additional jobs

‘ ? Proz 5% ‘ 10% ‘ 15% 20% ‘ 25%
0 2.44e-4387015.83e-87740|1.39e-131609 |3.33e-175479(7.96e-219349
1%| 0.25(|6.20e-32903|3.77e-65805|2.29¢-98707 |1.39¢e-131609|8.47e-164512
>0.50||1.58e-21935|2.44e-43870|3.77e-65805 |5.83e-87740 [9.02e-109675
0 5.10e-4348 [2.59e-8695 |1.32e-13042 |6.71e-17390 |3.41e-21737
0.1%| 0.25[(3.39¢e-3261 |1.15e-6521 |3.89e-9782 |1.32¢-13042 |4.47e-16303
>0.50||2.26e-2174 |5.10e-4348 |1.15e-6521 |2.59e-8695 |5.85e-10869
0 4.59e-435 [2.11e-869 |9.69e-1304 |4.45e-1738 |2.04e-2172
0.01%| 0.25(|1.76e-326 |3.11e-652 |5.49e-978  [9.69e-1304 |1.71e-1629
>0.50||6.78e-218 |4.59e-435 [3.11e-652  |2.11e-869 1.43e-1086

jobs, respectively, varying the different parameters. For
instance, just injecting 5% of additional control jobs pro-
vides a p_undetected (i.e., the probability of omissions to
go undetected) varying from 4.59e-435 to 6.78e-218
(depending on F,,.;) when omissions are up to 0.01% of
the 108 jobs. Clearly, increasing the amount of controls or
as omissions increase makes such a probability lower
(with a value of 7.96e-219349, when 25% control jobs are
added and omissions hit 1% of the jobs). Similarly, increas-
ing the overall number of jobs leads, for the same percent-
age increase in integrity cost, to an improvement in the
effectiveness of integrity verification (with 10° jobs,
p-undetected varies, injecting 5% additional control jobs,
from 4.54e-05 to 6.74e-03 when omissions are up to 0.01%).
Table 6 shows the (impressively low) absolute maximum
number of jobs that workers can afford to omit while
maintaining the probability of being undetected higher
than 107'%. For instance, even when just 5% control jobs
are injected, workers will be detected with probability
greater than 1 — 107'% if omissions are more than 231, 308,
or 461 (depending on P,,,).

For evaluating the number of sentinels to be injected to
provide protection against extreme omissions when using
twins (i.e., when P, < 0.50), we imposed p_extreme <
1071, The number of sentinels varied from a maximum of
5 (for a scenario with 10° jobs) to just 1 (for scenarios with
10'? jobs or above). The number of sentinels was either 2
or 3 for the scenario with 10° jobs and consistently 2
for the scenario with 10® jobs, for all the configurations in
Tables 4 and 5.

TABLE 6
Upper Number of Jobs That can be Omitted by
Workers With Probability of Being Detected
Below 101 for the Scenarios of Table 5

\ Additional jobs

[Prmaz | [5% [10% [15% [20% [25%
0 231[ 116] 77| 58] 47
0.25||308| 154| 103| 77| 62
>0.50| |461| 231| 154| 116 93

7 WORKERS COLLUSION

In the previous sections we have assumed workers not to
collude. Collusion may occur if the workers appear to be
independent, but are all executing under the control of a
same party. As we will discuss in this section, the techni-
ques are resilient to collusion. Indeed, it is sufficient to take
into consideration the fact that in presence of collusion
some of the control jobs (twins) can become ineffective. Sen-
tinels, being unique, are clearly not affected by collusion,
since no worker will have a sentinel in common with
another worker. By contrast, twins are exposed to being rec-
ognized as such by colluding workers, which can agree on
the same (not computed) response to be returned for the
jobs so to go undetected in their omission. While noting
that, if the characteristic of the computation allows it, the
ability of colluding workers to recognize twins can be coun-
teracted by making twins different one from the other (e.g.,
for image recognition altering the twinned copies in some
ways without altering the result of the computation), we
assume common twins to be completely recognizable by
colluding workers. In the following, we first investigate
how the effectiveness of twins changes and then discuss
how colluding workers can be discovered.

Analysis. Assume that [ of the [ lazy workers (of the total
of w workers) collude, forming a coalition. Considering a
replication factor r = 2, a twin set can be recognized by the
colluding workers only if both jobs are allocated to them
(while twin sets for which at least one of the jobs is outside
the coalition cannot be recognized as such). The probability
of a twin set to be recognized as such by a coalition is then:

(%)

p_twin_coalition = —==

(5)

corresponding to a number of twin sets 7 under the control
of the coalition equal to T¢ =T - p_twin_coalition. For
instance, if a coalition controls half of the workers, around
1-th of the twins will be controlled; this means that 3-ths of
the twins will still be effective.

Colluding workers can opportunistically behave on the
discovered twins by omitting them and agreeing on the
response to be returned for each twin set (while omitting
the work). The formulas in Sections 4 and 5 continue then to
hold removing, for lazy workers, the number of twinned
jobs under the control of the coalition from both the number
o of omitted jobs and the total number j of jobs. Assuming
twins to be uniformly distributed among workers, on aver-
age each colluding worker is assigned avgjobs = 2? twins of
the 27 twinned data items allocated to workers in the coali-
tion. Hence, in the formalization presented in Sections 4
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Fig. 7. Probability p_pass_twins varying the percentage of colluding work-
ers (I¢) with respect to lazy workers (I) obtained through Monte Carlo
simulations.

and 5, o becomes, for lazy workers, max(o — avgjobs, 0) and j
becomes j — avgjobs.

Fig. 7 illustrates the probability p_pass_twins obtained
through 10000 Monte Carlo simulations varying the percent-
age of colluding workers with respect to lazy workers, assum-
ing w=100 workers of which (=49 are lazy, j=200 jobs, T=20
twin sets, =2, and o =1. As visible from the figure,
p-pass_twins grows with the number of lazy workers in the
coalition. However, the growth is smooth and less than linear.

Colluding Workers Identification. To identify colluding work-
ers in presence of a single coalition that includes all the / lazy
workers, we exploit the possible inconsistent results returned
for twin sets that are not fully covered by colluding workers.
Indeed, inconsistent results may only happen when a twin set
is processed by a worker in the coalition (lazy worker) and by
a worker outside the coalition (honest worker). The basic idea
of the approach for discovering lazy workers consists in
modeling the inconsistent results returned for twin sets as a
graph G where there is a node for each worker w; in the sys-
tem, and an edge (w;,w;) iff 3d such that w;, w; € (d) and
Y (d)#y*(d). Fig. 8a illustrates an example of graph modeling
a system with eight workers where, for instance, w; and w;
return a different class for the same data item. For each edge
(w;,w) in G, either w; or w; is lazy. Indeed honest workers com-
pute the same (correct) class, while colluding workers return
the same (non computed) class. For instance, considering the
graph in Fig. 8a, either w; or w is lazy and the other one is
honest. Graph G is then bipartite and possibly composed of
different connected components.

To identify lazy workers, given graph G, the client first
computes the connected components of G. For each con-
nected component with more than one node, the nodes in
the component are partitioned in two subsets, V; and V5, in
such a way that, for each edge (w;w;) in the component,
w;€ Vi and wy€ V5. Finally, for each connected component
the client verifies one of the twins corresponding to one edge
in the component: the worker whose classification for the
verified twin corresponds to the classification computed by
the client is considered honest; the other one is lazy. As an
example, consider the graph in Fig. 8a. This graph includes
three connected components G,, G,, and G, (Fig. 8b). The
single node in G is considered honest since it passes all
integrity controls. Consider now connected component G.,.
Here, the nodes are partitioned in two subsets: {w, w3} and
{wg,ws}. The client could then verify the twin between w; and

Wy Wa

W’1 wy G Wy w

W57W6 W57W6 % W57

Wz Wg W7 wg % w
(a) (b) ()

Fig. 8. An example of graph modeling twin mismatch (a), its connected
(dotted) components (b), and its (color-coded) partitioning (c).

Wgq

wy: if wy is honest also ws is honest (with wy and wy lazy), and
vice versa. Similarly, the nodes in the connected component
G, are partitioned in two subsets, namely {ws,w;} and {wg},
and the client only needs to verify one of the two twins in G,,.
Fig. 8c illustrates a possible classification of the workers in
the graph in Fig. 8a, where honest workers are green (gray in
a b/w print-out) and lazy workers are red (bold in a b/w
print-out). After having identified lazy workers, the client
can discard the results of the jobs assigned to them, and do
not pay them for their services. The jobs in the workload of
lazy workers can be assigned to honest workers for their
evaluation.

The cost, for the client, to identify lazy workers is linear
in the number of twin sets that do not pass the integrity
check and requires to recompute a limited number of jobs
(one for each connected component in the graph). Consider-
ing our example above, the client needs to verify only two
out of the five mismatching twins.

8 EXPERIMENTS

To complete our analysis, we have performed experiments
simulating a distributed data computation environment com-
prising different (potentially lazy) workers. The distributed
data computation was controlled by a client program invok-
ing generic functions on an arbitrary number of workers ran-
domly behaving as lazy, and introducing a parameterizable
number of twins and sentinels. For the experiments, as an
instance of a distributed data computation, we wrote a C pro-
gram that identifies the lowest result of the application of a
cryptographic hash function among a set of input values.
(With respect to use in practice, we note that the computation
is analogous to the computation that is executed in the Bitcoin
network to produce the blocks in the blockchain.) More pre-
cisely, each job has as input 1000 values, and the worker has
to apply a cryptographic hash function over them and return
the value which had the smallest result. Workers behaving
lazy were assumed to opportunistically return, for an omitted
job, the lowest value in the job’s input.

We run experiments on a variety of machines (a server
with an Intel Xeon W-2135 3.7 GHz CPU with 6 physical
cores; a server with 2 Intel Xeon E5-2620 2.1 GHz CPUs and
16 physical cores; a server with 2 Intel Xeon Gold 5118 2.3
GHz CPUs and 20 physical cores). We have considered 10°
jobs, each requiring 1000 computations. Jobs were distrib-
uted to w=10 workers, with each worker receiving j=10°
jobs. To note here that, as our analysis has shown, effective-
ness of the control depends on the number of overall jobs
(i.e., one million for us) rather than the number of workers
and individual workload. We considered the use of one
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Fig. 9. Probability p_undetected varying the ratio o/j of omissions from
0.001% to 0.18%, considering different numbers of twin sets.

sentinel and four different configurations for twins, assum-
ing 500, 1000, 2500, and 10000 twin sets, respectively. In
terms of percentage, the different configurations injected
from 0.05% to 1% twin jobs, evenly distributed across work-
ers. We then assessed the probability of workers to be unde-
tected when omitting jobs with an omitted ratio (o/j) from
0.001% to 0.18% (which corresponded to theoretical values
of p_undetected distant from 0 and 1).

Fig. 9 illustrates the result of our experiments. In the
figure, the x axis reports the percentage of jobs omitted by
workers and the y axis the value of p_undetected. Observa-
tions for each twin set configuration are color-coded, with the
color-coding giving the correspondence with the legend (for
b/w printout we note that the legend and the curves are in
the same order from top to bottom) For each twin set configu-
ration, the continuous line corresponds to the prediction of
the model, with the color band describing for each setup the
95% confidence interval provided by the model. The starred
points are the observations (ratios of undetected omissions)
from the experiments. Each of the 20 points in the figure has
been obtained through 1000 runs of the different configura-
tions above, with an overall execution time of more than 20
CPU-days per worker. As visible from the figure, the experi-
ments fully confirm the accuracy of the model (all stars are
aligned with the lines resulting from the theoretical analysis),
and the ability to offer high integrity guarantees with a small
additional cost.

9 RELATED WORK

Existing integrity verification techniques are usually classi-
fied in deterministic (e.g., [10], [11], [12], [13], [14], [15], [16],
[17]), and probabilistic, (e.g., [3], [8], [9], [11], [18]). Determin-
istic techniques provide integrity guarantees with full confi-
dence and are based on authenticated data structures (e.g.,
Merkle hash tree) stored at the provider’s site, but can be
used to verify the integrity of computations performed only
on data used to construct the authenticated structures.
Probabilistic techniques are more flexible than determin-
istic techniques and are based on the use of integrity checks
added to the original data. Several existing probabilistic tech-
niques are based on replication (e.g., [8], [9], [19]), on the injec-
tion of fake data into the original data collection (e.g., [4], [5],
[6], [20]), or on watermarks (e.g., [7]). Some works have ana-
lyzed the trade-off between the integrity guarantees offered
by probabilistic techniques and their overhead, by proposing

a game-theoretic framework and assuming that the same task
can be assigned to more workers (e.g., [21], [22]). The goal of
these proposals is to design a solution that provides an incen-
tive for the workers to compute the correct result. Other pro-
posals (e.g., [18], [19]) focus on MapReduce computations and
propose the adoption of a voting mechanism on the result of
replicated tasks. These works analyze how much replication
is necessary to provide a given probability of detecting integ-
rity violations. In the database context, some works (e.g., [8])
consider the combination of different probabilistic techniques
to verify the integrity of join results. They, however, focus
more on the efficient design of such integrity techniques but
do not provide an analysis of how to effectively tune their use
to achieve high-level guarantees with limited cost. Integrity
verification techniques have been also developed in the data
mining context (e.g., [20]) to support different types of com-
putations. Our work is complementary to the efforts above
and provides a novel perspective of investigation.

Our work presents similarities with, and nicely comple-
ments, solutions that permit to verify whether a worker cor-
rectly computed a function over an input (i.e., the correctness
of a single job) at limited cost (e.g., [23]).

Another line of work aims at minimizing the estimation
error when the same job is assigned (replicated) to multiple
users (e.g., [24], [25]), or at determining whether a user cor-
rectly evaluates jobs to optimize job assignment (e.g., [26],
[27]). These proposals are complementary to ours since they
aim to determine a strategy for maximizing the probability
that the results computed by users are correct. Also, they do
not consider the possibility of workers to behave opportu-
nistically in returning their results to the aim of being unde-
tected in their omissions.

10 CONCLUSIONS

Probabilistic integrity techniques allow for assessing integ-
rity of distributed computations performed by possibly
untrustworthy workers. If not carefully used, however,
such techniques can suffer from limited effectiveness. In
this paper, we have focused on two probabilistic techniques,
namely sentinels and twins, and provided a model captur-
ing their characteristics and enabling their controlled gener-
ation and injection so to provide best effective in achieving
integrity guarantees. Our model can then represent a refer-
ence for effective integrity assessment in different applica-
tion scenarios. Our findings can also enable clients to best
frame their distributed processing problem so to maximize
effectiveness of the control. For instance, with twins being
twice as effective as sentinels, an image recognition problem
with a yes/no answer where no is the most common answer,
and hence sentinels should be applied, can be transformed
into a finer-grained problem requesting workers to return,
instead of the simple no, the result of a numerical computa-
tion on the input (hence distributing the probability of the
10), thus enjoying a low P,,,, and enabling the use of twins.
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